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Abstract 

  Image processing is a growing field covering a wide range of techniques for the manipulation of digital 
images [1].Many image processing tasks can be characterized as being computationally intensive. One reason for 
this is the vast amount of data that requires processing, more than seven million pixels per second for typical image 
sources. To keep up with these data rates and demanding computations in real-time, the processing engine must 
provide specialized data paths, application-specific operators, creative data management, and careful sequencing and 
pipelining. The paper is confined to the major drawback of digital image processing which is the computational time 
required and is also said to be the computational power of a digital image processing system. 
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Introduction 
Interest in digital image processing methods 

stems from two principal application areas: improvement 
of pictorial information for human interpretation; and 
processing of image data for storage, transmission, and 
representation for autonomous machine perception [2]. 

Many image processing tasks can be 
characterized as being computationally intensive. One 
reason for this is the vast amount of data that requires 
processing -- more than seven million pixels per second 
for typical image sources. To keep up with these data 
rates and demanding computations in real-time, the 
processing engine must provide specialized data paths, 
application-specific operators, creative data management, 
and careful sequencing and pipelining. 
Early electronic computers were severely limited by both 
the speed of operations and the amount of memory 
available. In some cases it was realized that there was a 
space–time tradeoff, whereby a task could be handled 
either by using a fast algorithm which used quite a lot of 
working memory, or by using a slower algorithm which 
used very little working memory. The engineering 
tradeoff was then to use the fastest algorithm which 
would fit in the available memory. 
 
Overview of Digital Image Processing System 
What is an Image? 

Image can be defined in many ways which 
depends on the perspective in which the definer is 
interested. 

1. An optical counterpart of an object produced by 
an optical device (as a lens or mirror) or an 
electronic device.[3] 

2. An image may be defined as a two-dimensional 
function, f(x, y), where x and y are spatial 
(plane) coordinates, and the amplitude of f at 
any pair of coordinates (x, y) is called the 
intensity or gray level of the image at that point. 
[2]. 

A color image is just a three – “vector-valued” 
component function. We can write this as a vector valued 
function: 

 
Definition of Digital Image 

An image is said to be digital when f(x, y) that 
has been discreet both in spatial coordinate and in 
brightness. So a digital image can defined as a numeric 
representation (normally in binary) of a two dimensional 
image[4].It can also be defined as the electronic 
representations of images that is stored on a computer 
[5].  
Types of digital image ranges from 
Digital photos to Electron-microscope 
images used to study material structure. 
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Digital Image Processing 
Digital Image processing is simply the process 

of using a computer to convert a digital image from its 
numerical representation to its output image. It can also 
be defined by others as: 

1. The processing digital images by means of a 
digital computer [2]. 

2. Digital image processing is the use of computer 
algorithms to perform image processing on 
digital images [4]. 
Digital Image Processing (DIP) involves the 

modification of digital data for improving the image 
qualities with the aid of computer. The processing helps 
in maximizing clarity, sharpness and details of features 
of interest towards information extraction and further 
analysis. 

Digital image processing plays a vital role in the 
analysis and interpretation of remotely sensed data. 
Especially data obtain from Satellite Remote Sensing, 
which is in the digital form, can best be utilized with the 
help of digital image processing system. Image 
enhancement and information extraction are two 
important components of digital image processing. 
Image enhancement techniques help in improving the 
visibility of any portion or feature of the image 
suppressing the information in other portions or features. 
Information extraction techniques help in obtaining the 
statistical information about any particular feature or 
portion of the image. 

An image processing system consists of a light 
source to illuminate the scene, a sensor system (usually a 
CCD-camera) and an interface between the sensor 
system and the computer. Among other things, the 
interface converts analog information into digital data 
which the computer can understand. This takes   place in 
place in a special piece of hardware, the frame grabber, 
which also stores the image. Many types of frame 
grabber hardware are supplied with special signal 
processors, so that very calculation-intensive parts of the 
image processing programs can run in a time-efficient 
way. Usually the frame grabber package contains a 
library of often-used routines which can be linked to the 
user’s program. The results of an image processing run 
will be transferred to the outside world by one or more 
I/O interfaces, the screen and the normal outside devices 
like printer, disks etc. 
 
Digital Image Processing Components 

The components of a basic, general-purpose 
digital image processing system are shown below. The 
operation of each block can be explained briefly: 

 
Figure1: Image Methods and Sensor System 

Source:[ 7] 
The term image processing suggests that the 

pictures which will be processed are taken by camera. 
This is often the case, but generally, every sensor which 
produces spatially distributed intensity values of 
electromagnetic radiation which can be digitized and 
stored in RAM is suited to image capturing. 
Various image capturing systems are used, depending on 
the application field. They differ in the  

• Acquisition principle 
• Acquisition Speed 
• Spatial Resolution 
• Sensor System 
• Spectral Range 
• Dynamic Range 
Apart from the area of consumer electronics, most 

apparatus are very costly. The greater the need for 
accuracy, the more hardware and software is used in the 
image capturing system.  

CCD sensors play a central role in most image 
processing system. They are part of a complex system 
which makes it possible to take images in problematic 
environments with the necessary quality and accuracy. 
CCD Camera 

In a film camera, the photo-sensitive film is 
moved in front of the lens, exposed to light, and then 
mechanically transported to be stored in a film roll. 

A CCD Camera has no mechanical parts. The 
incoming light falls on a CCD (Charge Coupled Device) 
sensor, which consists of numerous light-sensitive semi-
conductor elements, the so-called pixels. They are 
arranged in lines or a matrix. 

Image Sensor is the heart of a digital camera. 
High resolution and color accuracy as well as the signal-
to-noise ratio depend on the quality of the CCD Sensor. 
The Frame Grabber 

The electrical voltage signal produced by the 
sensor system will now be transferred to the frame 
grabber. The frame grabber is not identical to the graphic 
card in normal computers. It has to meet many more 
requirements. 
A frame grabber should be able to: 

• Process the information from various image 
sources 



[Ahaiwe, 2(8): August, 2013]   ISSN: 2277-9655 
Impact Factor: 1.852 

                                                                                                                 

http: // www.ijesrt.com         (C) International Journal of Engineering Sciences & Research Technology 
[2148-2152] 

 

• Store image information quickly and efficiently 
• Offer a graphic user interface 
• Be flexible concerning various applications 

 
Elements of a Digital Image Processing System 
Image Processor 

A digital image processor is the heart of any image 
processing system. An image processor consists of a set 
of hardware modules that perform four basic functions; 

• Image Acquisition 
• Storage 
• Low-level processing 
• Display 

Typically, the image acquisition module has a 
TV signal as the input and converts this signal into 
digital form, both spatially and in amplitude. Most 
modern image processors are capable of digitizing a TV 
image in one frame-time (i.e.,1/30th of a Second). For 
this reason, the image acquisition module is often 
referred to as a frame grabber. 

The storage module, often called a frame buffer, 
is a memory capable of storing an entire digital image. 
Usually, several such modules are incorporated in an 
image processor. The single most distinguishing 
characteristic of an image storage module is that the 
contents of the memory can be loaded or read at TV 
rates. 

The processing module performs low-level 
functions such as arithmetic and logic operation. Thus, 
this module is often called an Arithmetic-Logic Unit 
(ALU). It has a specialized hardware device designed 
specifically to gain speed by processing pixels in 
parallel.  

The function of the display module is to read an 
image memory, convert the stored digital information 
into an analog video signal, and output this signal to a 
TV monitor or other video device. 
Digitizers 

A digitizer converts an image into a numerical 
representation suitable for input into a digital computer. 
Among the most commonly used input devices are 
micro-densitometers, flying spot scanners, image 
dissectors, vidicon cameras, and photosensitive solid-
state arrays. The first two devices require that the image 
to be digitized be in the form of a transparency (e.g.., a 
film negative) or photograph. Image dissectors, vidicon 
cameras, and solid-state arrays can accept images 
recorded in this manner but they have the additional 
advantage of being able to digitize natural images that 
have sufficient light intensity to excite the detector. 
Display and Recording Devices 

Monochrome and color television monitors are 
the principal display devices used in modern image 

processing systems. Monitors are driven by the output(s) 
of the image display module in the image processor. This 
signal can also be fed into an image recording device 
whose function is to produce a hard copy (slides, 
photographs, and transparencies) of the image being 
viewed on the monitor screen. Other display media 
include CRTs and printing devices. 
Printing image display devices are useful primarily for 
low-resolution image processing work. 
 
Computational Time Requirement Overview 

The first application of digital images was in the 
newspaper industry, when pictures were first sent by 
submarine cable between London and New York. The 
introduction of the Bartlane cable picture transmission 
system in the early 1920s reduced the time required to 
transport a picture across the Atlantic from a week to less 
than three hours. [2]. 

The world of high performance computing is a 
rapidly evolving field of study. Many options are open to 
businesses when designing a product. Some systems can 
provide astonishing performance using the hundreds of 
cores available. On the other hand, others can provide 
computational acceleration to many signal and data 
processing applications. The question arises as to what is 
the actual computational time required to process a 
digital image in real-time irrespective of the image type, 
size, software or hardware used. The amount of time 
required for the computation may vary based on the 
different benchmark algorithms of the various processing 
units and other factors.  
What is computational time? 

Computation time (also called "running time" or 
“execution time”) is the length of time required to 
perform a computational process. Presenting a 
computation as a sequence of rule applications, the 
computation time is proportional to the number of rule 
applications .It is also defined as the amount of time the 
CPU actually uses in executing an instruction [6].The 
computation time of a digital image is a crucial issue. In 
addition to quantifying the number of operations per 
second, it is successful to consider how fast 
computations are performed relative to the frame rate of 
an input image. Some tasks (histogramming, median 
filtering, region labeling, Gaussian pyramid generation 
and morphological operations) are completed during one 
frame time. Others (8*8 convolution and lapcian pyramid 
generation) required two image frames.  
How Digital Image Works With Time  

Several  aspect of image processing makes its 
computationally challenging,  for example a single image 
represents a data set of considerable size typically 256kb 
picture elements, or pixels for a black and white image. 
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Many tasks require that several operations be performed 
on each pixel in the image which may take a lot of 
computational time. Furthermore when real time 
operations are needed, they must be performed at live 
video rates, typically 30 image per second. To keep up to 
these capacious data rates and demanding computations 
in real time, the processing must provide specialized data 
paths, application specific operators, creative data 
management and careful sequencing and pipelining. 

 
Factors That Affect the Computational Time of 
A Digital Image 

The computational time of a digital image 
processing mostly depend on the computational 
complexity (algorithm complexity). Complexity can be 
defined as a function which gives the running time and or 
space in terms of the input size to any algorithm [8]. 
According to [9], complexity of an algorithm can be of 
two types: Time Complexity and Space complexity. 
While Time Complexity refers to the analysis of required 
computational time needed to execute an algorithm, 
Space Complexity focuses on the analysis of algorithm 
for prediction of memory requirement to run the 
algorithm .   In addition to the algorithm complexity; the 
computation time also depends on the Hardware design 
and the application software code. 
Hard ware design 

Hardware designers typically, perform extensive 
behavioral testing of new concepts before proceeding 
with an implementation. Due to the enormous processing 
time required to simulate a complex image processing 
system, execute a VHDL (verilog hardware description 
language) module with a representative data set even on 
a fast workstation is not practical. Days, even weeks are 
commonly needed to simulate the processing of a single 
full size image. And since some applications process 
sequence of images, designers may need several hundred 
image simulations to adequately analyze only a few 
seconds of data. VHDL is a hardware descriptive 
language used in electronic design automation to 
describe digital and mixed signal system such as Field 
Programmable Gate Array (FPGAs) 

VT splash is a real-time image processing 
system based on the splash 2 general purpose platform. 
Splash-2 is a second generation processor designed by 
the supercomputing research centre in Bowie, Maryland. 
Splash-2 is an attached processor featuring 
programmable processing elements (PEs) and 
computational part. Splash -2 systems uses array of 
RAM -based Field Programmable Gate Arrays (FPGAs), 
crossbar networks, and distributed memory to 
accomplish the needed flexibility and performance. Even 
though splash-2 was not designed specifically for image 

processing, its architectural properties are suited for 
computation and data transfer rates characteristics of this 
class of problems. The price /performance ratio of this 
system also makes it competitive with conventional real 
time image processing system. 
In the hardware design there are two main and critical 
signal paths. 

1. Digitizing and writing the video data in the 
memory at high resolution rate, and 

2. Once the data are ready in the memory, reading 
the data and generating the low resolution 
image.  

 Thus the execution time mainly depends on (i) processor 
speed, and (ii) the time taken for fetching video 
information/data. 
 
How to Reduce the Computational Time of a 
Digital Image Processing 

1. Processing time can be reduced by making a 
dedicated hardware instead of processor based 
hardware. Flexibility of changing parameters 
reduces. 

2.  By increasing the processor speed, execution 
time can be reduced. 

3.  By parallel processing, processing time can be 
further reduced. Hardware complexity 
increases, the dialog between the processors 
become more cumbersome than the algorithm. 

4. Since the scaling factors are fixed, the address 
of each pixel can be pre-computed and stored in 
the memory. This reduces execution time. 
In summary, Due to the enormous amount of 

data involved in image/video processing, every operation 
counts, especially the time-consuming operations at the 
lower levels of the processing hierarchy. Thus, reduction 
in the number of operations plays a major role in 
achieving real-time performance. The strategy of pure 
operation reduction involves applying a transformation to 
reduce the number of operations, which does not change 
the numerical outcome. If the numerical outcome is 
changed, then the approach is referred to as either an 
approximation or a suboptimal/alternative solution. Any 
operation that has inherent symmetries or redundancies 
in its constituent computations is a candidate for 
applying this strategy. Application of this strategy 
manifests itself in uncovering hidden symmetries or 
redundancies within the computations, which can often 
be discovered by expanding the computations by hand 
and carefully noting any mathematical identities or 
properties .The strategy of approximations is similar to 
the strategy of reduction in computations in that 
approximations involve applying transformations to 
reduce the number of operations, but it differs from pure 
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computational reduction due to the presence of 
approximation. 

 
Conclusion 

REAL TIME IMAGE PROCESSING of data 
for the purpose of deriving a compact representation, 
which in turn speeds up subsequent stages of processing. 
Reduction of data takes many forms in real-time 
image/video processing systems including spatial or 
temporal down-sampling, spatial block partitioning, 
region of interest or selective processing, formulating the 
algorithm in a multi resolution or processing framework, 
appropriate feature extraction, etc. In all these cases, a 
certain subset of pixels from an image frame is 
processed. In general, the fundamental idea behind real-
time image/video processing systems is the utilization of 
simple or simplified algorithms. A rule of thumb when 
transitioning to a real-time implementation is to keep 
things as simple as possible, that is to say, look for 
simple solutions using simple operations and 
computationally simple algorithms as opposed to 
complex, computationally intensive algorithms, which 
may be optimal from a mathematical viewpoint, but are 
not practical from a real-time point of view. With 
embedded devices now being out-fitted with vision 
capabilities, such as camera equipped cell phones and 
digital still/video cameras, the deployment of those 
algorithms which are not only computationally efficient 
but also memory efficient is expected to grow. Often, 
algorithms are carefully analyzed in terms of their 
number of operations and computational complexity, but 
equally important are their storage requirements. In 
essence, simple algorithms provide a means of meeting 
real-time performance goals by lowering computational 

burdens, memory requirements, and indirectly, power 
requirements as well. The increase in the practical 
applications of face detection and recognition has 
increased the interest in their real-time implementations. 
Such implementations are possible via the use of simple 
algorithms. For instance, a simple algorithm for face 
detection based on the use of skin color features was 
discussed. In order to make the detection algorithm 
robust to regions in the background with skin-like colors, 
a simplified method was developed. 
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